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Abstract

We study the structure of the spatial inventor networks in Sweden by examining

the residence of inventors and coinventors in Swedish patent applications to the Eu-

ropean Patent O¢ ce. Several factors are found to in�uence the spatial a¢ nity. We

�nd that spatial a¢ nity is strongly in�uenced by the general size of the nodes, as

measured by population. In addition, a¢ nities are strongly in�uenced by distance,

but di¤erent technologies responded di¤erently to distance. The most distance sen-

sitive technology, i.e. with the highest agglomeration of co-inventors, was almost

three times as sensitive to distance as the least sensitive. Interestingly, "Informa-

tion technology" was the least distance sensitive technology, which would be in line

with predictions of "the death of distance". Higher a¢ nity was also registered for

many technologies when more university researchers were employed in one of the

regions. Hence, a technology division is appropriate for understanding the span of

innovation networks over regions, and how these could develop in response to policy

initiatives.
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1 Introduction

A fundamental observation of innovations is that they are remarkably concen-

trated in space (Audretsch, 1998, Kelly and Hageman, 1999, Acs et al., 2002).

This suggests that external economies associated with knowledge generation,

appropriation, di¤usion and use are important reasons for the localization of

these types of activities. Many empirical studies are concerned with the task

of trying to quantify knowledge spillovers, i.e. involuntary �ows of knowledge

between economic agents. For example, geographically concentrated patent

citations have been interpreted as signs of "localized knowledge spillovers".

In this study we use patent data in a di¤erent manner. We concentrate on

coauthorship of patents, which we believe can be interpreted as indicators

of knowledge exchange, i.e. intended knowledge �ows, between actors within

an inventor network. Two principal observations motivate our shift in focus.

First, recent studies have called into question the use of citations as signs

of knowledge spillovers, an approach initiated by Ja¤e et al. (1993). Their

main �nding, based upon studies of U.S. patent citations, was that there were

strong localization e¤ects of knowledge spillovers. In recent contributions it

has been questioned whether their results pertain to a too high aggregation

level (Thompson and Fox-Kean, 2003), or whether not social proximity of

inventors gained from earlier patent cooperation, explains most of spillovers

as found by Breschi and Lissoni (2003) and Singh (2003). This is in line with

other parts of the literature stressing the importance of labour mobility for

knowledge �ows (Zucker et al., 1998, Almeida and Kogut, 1999, Møen, 2000).

Secondly, knowledge transfers should be qualitatively and quantitatively more

substantial than citations as indicators of the overall �ows of knowledge within

an innovation system. After all, even if citations do re�ect knowledge spillovers,

deliberate cooperation must be of much larger magnitude than casual and

random "spillovers". Coauthorship structures therefore seem more adequate

for assessing the relative merits to the extent that knowledge travels across

space. This said, the aim of this paper is to map the networks of inventors in

Sweden and try to illuminate factors that may in�uence their structure. To

this end we use patent data.

Each patent application leaves a paper trail in the form of a patent document.
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Inventors contributing to a patent, along with their adresses are listed in the

databases of the European Patent O¢ ce (EPO). Patent applications contain-

ing at least one Swedish inventor have been mapped, along with the location

of co-inventors using the NUTEK (1998) aggregation of municipalities into 81

functional regions. A patent�s "home region" is the region in which the �rst

Swedish inventor in the list of inventors resides. This paper tries to assess fac-

tors explaining the structure of inventor networks. The process by which this

is done can be illustrated as follows. Consider all patents with a speci�c region

as home region. Then count the number of co-inventors to patent applications

of the home-region, residing in a certain region, and divide this number by all

the inventors. We then get a measure of how connected the second region is

to the home-region. This measure is called a¢ nity in the paper. A¢ nities can

therefore be interpreted as probabilities that inventor networks extend across

distinct regions.

With this information at hand, we ask: What determines the a¢ nity of re-

gions? That is, how do spatial frictions and di¤erent regional characteristics

a¤ect the likelihood for cooperation in inventor networks? 1 These questions

are answered in the aggregate for all patents and for di¤erent patent technolo-

gies. Patents are divided into 30 technology groups, and region a¢ nities are

examined on a technology-level. There are several reasons why a technology

division makes sense. Compared to the small existing literature on patent coin-

ventorship, a systematic technology division has not been conducted before.

From a more theoretical perspective, economists are increasingly recognizing

that knowledge has a tacit dimension, a concept introduced by Polanyi (1966).

The term tacit knowledge is used to refer to knowledge that is di¢ cult and

costly to codify (Nelson and Winter, 1982), and hence tend to remain embod-

ied in people (von Hippel, 1994). This kind of knowledge is contextual, in the

sense that while some people may �nd it trivial and easy to articulate, others

do not (Cowan et al., 2000). Epistemic communities of science develop a lan-

guage of their own, reinforcing tacitness, not only in the sense that it is di¢ cult

to articulate (Dosi, 1988), but also because hands-on learning-by-doing, and

learning-by-observing, is needed in these communities. This makes it ine¢ cient

1 The terms "coinventorship" and "coauthorship" are used interchangeably to re-
�ect the cooperation between inventors as documented by patent data. In addition,
"patents" and "patent applications" as used, both refer to patent applications.
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for such communities or teams, to be separated by large geographic distances.

Many authors have observed that tacitness is a fundamental property in ad-

vanced communities of science, such as teams for nuclear bomb development,

or DNA engineering (Collins, 1974, Gorman, 2002). Thus, knowledge trans-

fer in these communities cannot merely be reduced into transfer of codi�ed

messages (Callon, 1995). We may expect that tacitness, and hence the need

for proximity, is higher for technologies which are more deeply rooted in sci-

ence. Technology can be de�ned as "the application of new knowledge learned

through science to some practical problem." (Audretsch et al., 2002). How-

ever, as will be seen, it is not an easy task to infer the degree of scienti�c

sophistication from merely observing the names of patent technologies. Such

inference must therefore be casual and interpreted with care. In addition,

a technology division is appropriate because the scienti�c framework upon

which technologies are based bring about di¤erent technological opportunities

(Dosi, 1988). Di¤erent technology areas have di¤erent propensities to patent

(Scherer, 1983) also because the e¤ectiveness of patenting is viewed di¤erently.

The organization of knowledge, "optimal" inventor group sizes, and hence the

extent of cooperation within inventor networks, and so on, is also likely to

di¤er depending on technology.

In principle most researchers are connected directly or indirectly to other re-

searchers. Thus network theory is called upon to provide a framework within

which an innovation network can be understood and analyzed. Section 2 out-

lines such a framework. Using this theory, a number of region-speci�c assets are

identi�ed that should be included to test for a¢ nity, as outlined above. These

factors include: headquarters, infrastructure and access to knowledge workers.

Headquarters are often located close to R&D activities (Stutz and de Souza,

1998). This function is often viewed as central in corporations, due to the

need for communication across organizational units (Malecki, 1997). Research

is also an area that may need special monitoring. For instance, Schumpeter

(1934) emphasizes the need for businessmen to be close to the technology

developers because they often lack the vision to see what is economically

marketable, which may obviously create a tension between the two groups.

Physical infrastructure, or lack thereof, in�uences the time and cost involved

in establishing and maintaining inventor networks. Thus, time distance is ob-

viously an important factor in an evaluation of the causes of a¢ nity. It is
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in this context important not only to consider travel time by road, but also

�ight time between regions with access to an airport. Third, the importance

of pools of knowledge workers within both the originating region and the co-

operating regions may in�uence a¢ nity. Only scattered evidence exists on the

structures of patent coauthorship. Section 3 reviews the literature to provide

material against which we can make some comparisons. Section 4 extensively

describes the Swedish patent inventor networks, and our data material. Sec-

tion 5 states our hypotheses about the inventor networks and examines them

using regression analysis. The material is analysed both in the aggregate and

over technologies. Section 6 concludes.

2 Network Theory

2.1 Introduction

The concepts of network and networking have gained considerable popular-

ity in innovation studies during the two last decades. 2 The present section

outlines some fundamental elements of an emerging theory of innovation net-

works. 3 A basic assumption is that a market economy is organised by means of

di¤erent links and couplings between economic agents, i.e. as networks. Market

competition can be described as a process in which obsolete, non-competitive

links, and economic actors are replaced by new and superior links, and eco-

nomic actors, respectively.

Networks and network relations have four important characteristics (cf., Cap-

pelin, 2003): (i) The relationship (=link) between two nodes is characterised

by a precise direction, which identi�es either a mutual relationship or a rela-

tionship of control or of dependence of a node with respect to another node. 4

(ii) Each node has a speci�c function, which depends not only on its relation-

ship with other nodes, but also on its position in the overall network. (iii)

The relations existing in one network are normally linked to relations in other

2 A network consists of at least two nodes and at least one link.
3 The discussion in this section is inspired by in particular Johansson (1995).
4 In the second case we say that the network has a hierarchical character.
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networks, so that many networks are interconnected with each other. (iv) The

relations existing in a speci�c network are normally a¤ected by the relations

existing in the same network in previous periods, due to among other things

the existence of cumulative learning (Nelson and Winter, 1982) and of general

path dependence.

2.2 Initial De�nitions

The starting point for our analysis is the micro level of individual decision

makers. As decision makers we identify three types of decision units: individ-

ual inventors working independently or in networks, �rms and economic agents

operating within �rms or other organisations engaged in innovative activities.

A basic presupposition is that �rms and organisations have internal networks

for communication and for co-ordination of production and other activities.

Certain internal networks consist of links that are arranged for the �ow of re-

sources. The links of other internal networks function as channels for exchange

of information and knowledge. Moreover, these di¤erent internal networks are

connected in such a way that �rms and organisations are coherent.

2.3 The Need for Complementary Assets

Introducing new innovations into the market place is a complex task, which

in many cases demands the interaction between specialists with di¤erent com-

petences. A link to a specialist will normally not be broken unless a specialist

with superior competence is found. In such cases, all network members have

to overcome the sunk cost advantages of an established link. Hence, the dy-

namics of innovation networks are strongly related to competence building

and knowledge creation processes in the economy.

The reason why innovation networks are necessary and important is that a

market economy is typically characterised by incomplete and scattered infor-

mation. No single individual or node can solve all problems. Thus, in a market

economy, problem solving, i.e. the generation of innovations, is the result of

improvements made by various con�gurations of individual actors, i.e. inno-
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vation networks, through an in itinere co-ordination or according to heuristic

and recursive processes and mutual interactive learning. The learning process

encompasses groups of individuals, both within the individual �rms and in

the overall economy, and it requires the development of links and co-operation

between di¤erent actors, also outside existing institutional channels.

Innovation processes are based on the integration of various pieces of knowl-

edge possessed by various economic actors within an innovation network with

di¤erent and complementary knowledge and competences. Learning is the

process whereby previously existing knowledge is selected and combined based

upon a new perspective. The creation of innovations implies an intense process

of interaction (Nonaka and Konno, 1998), which is characterised by transfers

of both tacit and explicit knowledge and which requires face-to-face contacts,

physical proximity as well as well developed mediated contacts.

In particular, innovation calls for the enhancement of complementarities and

diversity. The di¤erences between the various actors (nodes) and their knowl-

edge integration are part of an evolutionary process, as the di¤erent compe-

tencies are not static, but rather in continuous evolution. External exchanges

feed this evolution, but each actor (node) within an innovation network keeps

its own individuality. In fact, it can contribute to the common project, just

because it masters a speci�c know-how, while at the same time it is subject

to evolution, by embodying external knowledge, reacting to external stimulus

and facing new problems.

2.4 The Cost and Optimality Decision

Attached to the internal networks of �rms and organisations one can observe

links that extend beyond the boundaries of the organisation. Such links con-

nect various economic units to each other. To explain such couplings we have

to make references to transaction cost theory and the theory of economic con-

tracts. The interaction between economic agents is often based upon some sort

of agreement, which may be interpreted as an economic contract. Long-term

(explicit or implicit) contracts between economic agents are usually moti-

vated by the fact that one or several of them must make investments that

are transaction-speci�c. Every exchange is in principle based upon an explicit
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or an implicit contract. In particular, in exchanges aiming at creating inno-

vations, the contracts may be very important since the contributions of the

di¤erent agents involved may be di¢ cult to de�ne and since the outcome is

genuinely uncertain. This implies that it is usually di¢ cult and uneconomic

to formulate complete contracts under these circumstances. Instead the in-

complete contracts underlying innovation links/innovation networks have to

be supported by mutual economic commitments, ownership relations, other

forms of social ties, mutual trust, and/or con�dence relations. Thus, formal

and informal institutions play a fundamental role for the functioning of in-

novation networks, since they govern and co-ordinate the relations between

nodes, and thus reduce the transaction costs between them.

The links are analysed as capital objects, which are basically sunk costs. There-

fore, networks bring rigidity and structure into the interaction patterns in

a market economy. The resources necessary to establish contractual agree-

ments constitute transaction costs (Coase, 1992, Williamson, 2000). Transac-

tion costs include (i) exclusion costs, (ii) various forms of interaction costs

such as negotiation, contract formation, information exchange, contract mon-

itoring, and contract enforcement costs, and (iii) search and disequilibrium

costs. In many situations it is possible to reduce transactions costs by means of

standardisation of interactions. However, this is rendered more di¢ cult within

innovation networks since innovations are per de�nition un-standardised.

Our major concern here is interactions between economic agents within in-

novation networks for the purpose of generating innovations. These networks

are generally characterised by durability and sunk cost features. They are mo-

tivated by needs to reduce uncertainties and transaction costs. The ultimate

form of an innovation link is an ownership link. In this way the interaction

within an innovation network is internalised within the same �rm. A �rm as a

whole is in this perspective an innovation network that has been integrated to

one organisation. All such processes of formation, remoulding and decompo-

sition of �rms are essential parts of the evolution of the economy�s innovation

networks based on self-organisation principles.

The above discussion focuses on co-operation links, which are durable and

have capital properties. Each such link is an innovation link and a system of

connected innovation links form an innovation network. According to the the-
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oretical arguments put forward above, we shall expect that co-operation on

innovation links between economic units or between di¤erent parts of the same

�rm are frequent or generic phenomena. Such an innovation link is shared as

a joint property between two parties and the same prevails for an innovation

network that contains more than two parties. This form of relational con-

tracting may be supported by extra-market relations, which bind the parties

together. A motive for this solution is a desire to stimulate continuing, long-

term interaction. Thus, innovation links and innovation networks can be made

self-reinforcing by the mutual interests of the coupled parties.

The capital properties of an innovation link or an innovation network obtain

as a consequence of link- or network-speci�c investments. When two or more

parties decide to establish a joint innovation network it is possible to think

of this as the outcome of an evolutionary, gradual search and trial process.

We may also regard the outcome as a Nash equilibrium of a non-cooperative

game, i.e. each party would lose by leaving the network.

Recognising that innovations are the result of novelty by combination (Weitz-

mann, 1998, Olsson, 2000) we may draw some general conclusions regarding

innovation networks. The principle of novelty by combination implies that ex-

panding an innovation network by bringing in new competencies increases the

chances of generating innovations. Thus, large innovation networks should ce-

teris paribus be more productive in terms of innovations than small innovation

networks. For network technologies, Metcalfe�s law states that the utility in-

creases with the number of users, such as telephones or the internet. However,

this need not necessarily be the case in the current situation. The potential

economic value of an economic network and its innovative capacity increases

the more individuals, institutions and organisations participate in an economic

network, if information �ows freely within the network. In reality, information

does not �ow perfectly, certain actors within the network exchange information

and maintain contacts more often. Hence, expansion of an innovation network

implies that the co-ordination costs may increase rapidly. 5 This implies that

there is an optimal size of innovation networks. As the general conditions

for generating innovations di¤er between di¤erent �elds, we shall expect the

5 See Bolton (2003) for a discussion of bene�ts and costs of maintaining innovation
networks.
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optimal size of innovation networks to di¤er between di¤erent �elds.

The appropriability problem may also limit the size of innovation networks.

The larger the number of nodes, the larger the risk that one node will try to

appropriate the knowledge created for itself.

2.5 The Evolution of Networks

Once an innovation network has been established, new ex post reasons to keep

it intact arise because of sunk cost conditions. Often the members of an inno-

vation network develop joint knowledge and a speci�c co-operation language

through time. This is an evolutionary e¤ect that can further strengthen the ties

between the members of the innovation network and this e¤ect is in particular

important when much of the knowledge that is shared has a tacit character.

However, this does not imply that members (nodes) never leave innovation

networks, or that new members never enter innovation networks, i.e. that in-

novation networks get new nodes. Furthermore, the relationships between the

nodes in an innovation network change over time. This process of adaptation

and co-evolution of the relationships between nodes in an innovation network

may be de�ned as a process of learning and of knowledge accumulation. The

initial cohesive force of an innovation network is often the result of an in-

vestment calculation. All parties involved in setting up an innovation network

need to invest in special equipment, procedures and arrangements that are di-

rectly motivated to make the network function properly. This includes special

training of personnel.

Our discussion shows that the existence of innovation networks brings rigidities

into innovation processes. It creates structure in the �innovation market�.

Moreover, it strongly a¤ects the dynamics of market competition. Competition

does not disappear although a strong frictional element has been identi�ed. In

this context we may just add that scienti�c revolutions and structural changes

in the market place have the capacity to bring about removal of old innovation

networks and replace them with new innovation networks.

Given that innovations are the result of novelty by combination, innovations

can be seen as the result of adaptive search and learning processes, which
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lead to new combinations of the existing knowledge in an innovation network.

An innovation occurs when the joint knowledge impulses or signals between

the di¤erent nodes are not only compatible with the innovation network and

its mission and goals, but also overcome a certain threshold of intensity. This

allows the innovation network to perceive the stimulus. The network may then

decide whether to con�ict with it or rather to adapt to it. In fact, whether or

not the stimulus is compatible with the existing cognitive system, interactive

processing may lead to the identi�cation of an incremental solution to an

existing problem, and this stimulates the act of discovery and innovation.

On the other hand, a cognitive blockade or lock-in e¤ect may be determined

by a too low accessibility or a too low receptivity within the innovation net-

work (Steinmuller, 2000). In particular, accessibility between the nodes in

an innovation network is a¤ected by existing infrastructural and institutional

conditions. On the other hand, receptivity is related mainly to the scope of

the diversi�ed knowledge available within an innovation network, since such

knowledge helps to identify useful forms of complementarities in the relations

between the di¤erent nodes in the innovation network. Time is clearly also a

crucial factor, as it facilitates perceiving a continuous stimulus and absorbing

and adapting gradually to it.

2.6 The Role for Spatial Conditions

Up till now we have treated the innovation networks as non-spatial entities.

However, innovation networks are spatial con�gurations where each node has

its speci�c geographic location. Thus, the interaction between the di¤erent

nodes in an innovation network depends upon the available material infrastruc-

tures and the functioning of existing transport and information transfer sys-

tems (cf. Button et al., 1998).

The general conditions for bringing competencies into innovation networks

di¤er between functional regions. Generally speaking it should in principle be

much easier to �nd the competencies necessary for an innovation network in

larger regions compared to smaller regions. This implies that the probability

that the innovation networks are contained within a region is much greater

in larger regions than in smaller regions. The probability that innovation net-
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works should contain competencies from other regions is thus expected to be

higher in smaller regions than in larger regions. Moreover, it is natural to

expect that complementary competencies in all innovation networks mainly

should be found in large regions, and in particular, large regions with research

universities. Another reason why competencies (nodes) in larger regions are

preferred is that there is a higher probability that these nodes have better

connectivity to other innovation networks and thus are better informed than

nodes in smaller regions.

2.7 Conclusions

Summing up the discussion above we may conclude that an innovation network

may be characterised by �ve main parameters (cf., Cappelin, 2003): (i) the

knowledge accumulated and the competence of each node, (ii) the distance, i.e.

the friction, between the di¤erent nodes of the network, (iii) the connectivity

to other interacting networks, (iv) the speed of change of the links and the

destruction and creation of links, and (v) the overall trajectory of the overall

structure of the network.

In particular, innovation may be related to:

� The intensity of the interaction between the various nodes of an innovation
network through the existing links; this is related to the interactive char-

acteristics of the innovation process, as it is based on interactive learning

processes.

� The speed of change of the innovation network due to changes in the ac-
cessibility of existing links, the disappearance of links and nodes and the

establishment of new links and nodes; this is related to the combinatory

characteristics of the innovation process, which is made by an original com-

bination of pieces of knowledge, which were previously disjoint.

A multitude of actors are involved in networks leading to innovation, as

stressed by von Hippel (1988), Porter (1990) and Karlsson (1997). New prod-

ucts could evolve if there are networks pertaining to customer-supplier rela-

tionships, where supplier refers to the supplier of a potentially new technology,

customers of the applied product, non-commercial links to other establish-
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ments or head o¢ ce. Non-commercial links refer to the availability of knowl-

edge that can be extracted from participation at fairs, informal meetings, from

trade journals, etc. 6 Head o¢ ce monitoring is important as it concerns the

direct in�uence on the process of developing a new product, from a managerial

perspective. In other words, new products may not necessarily be commercially

viable, a point already stressed by Schumpeter (1934).

For a given size of a functional region we expect that the probability that

an innovation network should be contained within the region increases with

the volume of university R&D, the volume of private R&D and the number

of highly educated employees in the region. Furthermore, the probability that

an innovation network in a functional region should be contained within the

region decreases with the interregional accessibility of the region.

3 Previous �ndings

Our review of the empirical literature mainly focuses on examples with special

emphasis on either the Swedish innovator networks and/or those using patent

data. 7 A large literature is presently developing on social network analysis

(Wasserman and Faust, 1994, Scott, 2000). Network analysis has emerged as

an important tool to analyse the way inventors of patents are interconnected.

Two contributions identify individual inventors and examine the overlap of

patent co-authorship to construct "social proximity" measures. Social prox-

imity re�ects earlier collaboration between inventors. For example, if two in-

ventors A and B have cooperated in an earlier patent, it is more likely that

6 Indeed, Freel (2003) provides compelling evidence on the non-homogeneity of
networks for innovations. Cassiman and Veugelers (2002) investigates from Com-
munity Innovation Survey (CIS) data, the likelihood of entering R&D cooperation
when �rm-speci�c appropriability conditions and the public good nature of new
knowledge varies. Strategic protection was more important when entering coopera-
tion vertically with customers/suppliers than with research institutes.
7 Studies in bibliometrics tend to use journal coauthorship to study networks. Some
examples include Newman (2001a,b) who study scienti�c collaboration in physics,
biomedical research and computer science, Persson et al. (1997) and Melin and
Persson (1998) look at collaborative patterns of researchers at Nordic and European
universities respectively and Okubo and Sjöberg (2000) examine internationalization
tendencies of coauthorship in researching Swedish �rms.
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a third inventor C cooperates with B, if C and A cooperated before. 8 Hence,

patent citations may re�ect social proximity rather than "genuine" knowledge

spillovers. Breschi and Lissoni (2003) examine Italian social proximity through

the use of EPO data, and Singh (2003) uses American data, mainly on biotech-

nology patents from the US patent o¢ ce (USPTO). Breschi and Lissoni (2003)

�nd that social proximity explains almost the whole localization e¤ect of 366

citations. Singh (2003) �nds that the degree of social proximity is important

for the extent to which it replaces the need for close geographical distance.

Thus, for inventors with close social proximity to other inventors (e.g. through

earlier research collaboration), distance becomes less important. However, for

teams with little social connection, geographical proximity remains important.

Other researchers have used patent data to investigate inventive cooperation.

Mowery et al. (1996) examine the change in technological capabilities resulting

from international joint-ventures by looking at which technology classes are

cited in their patent portfolios, before and after cooperation. They �nd evi-

dence that cooperation brings these citation pro�les closer in line with each

other, which was especially clear from equity joint ventures. Gauvin (1995)

looks at the extent of international cooperation based on information on sev-

eral assignees from Canadian patents (this is the only patent o¢ ce provid-

ing this information). Comparing Japanese, American and German main as-

signees, an interesting �nding is that Japanese �rms to a larger extent engage

in cooperation, and when they do they are to a higher degree involved in cross-

sectorial cooperation compared to their American or German counterparts.

Mariani (2000) examines coauthorship relations of 201,531 patents in the Eu-

ropean chemical industry, based on EPO data. The main idea purpose is to

compare organizational characteristics, and the degree of localization, exam-

ined across countries, and regions for a sample of 560 of those patents. 9 Lo-

calization refers here to whether all inventors reside in the same region on the

listed levels. Delocalization referes to when at least one of a patent�s inventors

reside elsewhere. She �nds that localization is 75.4 per cent on NUTS1 (i.e.

national chemical patents), 70.5 per cent on the NUTS2 level and 68.4 per cent

8 This example is taken from Granovetter (1973).
9 The European Union is by Eurostat divided into NUTS1-NUTS3. In Sweden
NUTS1 is the national level, there are 7 NUTS2 regions and 21 NUTS3 regions
(counties).
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on the NUTS3-level. Furthermore, despite the fact that international research

cooperation has grown massively in recent decades (cf. Hagedoorn and Schak-

enraad, 1990), only about 8 per cent of all patents had multiple assignees,

i.e. joint ownership of the intellectual property embedded in the patent. In a

subsample consisting of multinationals ("Fortune 500 �rms"), �rms were to a

much higher degree engaged in delocalized patents. Their average number of

inventors in a patent was 2.5.

The paper by Gay and Picard (2001) analyzes nationalities of co-inventors of

602 French patents applied at the USPTO, and the implications of citation dis-

tance, conditioned on the degree by which patents are localized completely to

France. The paper �nds that the residence of co-inventors strongly in�uences

the international scope for citations, even when self-citations are excluded. 10

To sum up, these contributions re�ect disparate ways of utilizing patent data

to study networks. European studies generally conclude that there are few

inventors per patent. A promising line of research connects patent citation

data with social proximity analysis. This type of studies may generate results

based on micro-data on a level of detail not seen before. In this way, networks

may reveal the span of networks, which actors are involved and whether the

outcome is desirable from a policy-perspective point of view.

4 Characterization of the Swedish Coinventorship Structure

The patent co-authorship networks that we analyze in this study could be one

of several kinds of networks pertaining to the organization of knowledge capa-

bilities. The most likely form is of course within-�rm organization of technolog-

ical know-how. In these cases, inventors work solely for one commissioner. 11

A patent could be the result of a research joint-venture, whereby organizations

use their complementary capabilities.

It is clear from the listed contributions, that coauthorship of patents is a strict

de�nition of inventor networks. We have not from our empirical material,

10 Self-citations are citations to the own organization or an organization a¢ liated
to it.
11Of course, some inventors work for none but themselves.
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mainly patent applications to the EPO, identi�ed individuals, the teams they

belong too, nor their company a¢ liation. Although this is in principle possible,

it is a demanding task to say the least. This would be an error if we were

interested in the impact of knowledge �ows on other actors (through e.g.

citations), since a lot of the data naturally concerns patents assigned to the

same or similar teams of inventors. Our e¤ort should therefore be interpreted

as an investigation of the extent that regions are networked together as an

aggregate. The focus is on regional aggregates, and the function that regions

play in the localization of inventors, although we also decompose the material

by technological sector. Hence it matters little that we don�t make a separation

of teams and/or organizations.

We now turn to a description of our data. Our main data source consists of

22,230 patent applications to the EPO, which we were able to assign both a

technological class and a region. A patent is considered Swedish if at least one

of the inventors has an address in Sweden. Each patent has been assigned to a

"host-region" by the �rst regionally classi�able inventor in the list of all inven-

tors of an application. Since we are here interested in regional relationships we

have excluded all information on international inventors from the analysis. 12

Figure 1 shows the frequency distribution of applications (left staple) and total

number of inventors (right staple) in groups of inventors per patent ranked

by the size-class of the number of inventors per application. Clearly, the most

common size of inventor teams is one inventor, with 13,816 or 62 per cent of all

applications. Furthermore, summing the number of patents for size-classes 1-3

inventors, they make up 94 per cent of all applications. Summing all inventors

(i.e. including coinventors), shows that of a total of 36,290 Swedish inventors

in EPO patent applications 13 , 38 per cent belong to the one-inventor group,

while 83 per cent, or 30,036 inventors, belong to the size-classes 1-3 inventors.

On average there are 1.63 Swedish inventors involved in the production of a

patent.

Regional properties of the data are particularly interesting for us. Figure 2

12Danell and Persson (2003) report that Swedish applications with non-Swedish
coauthors to the USPTO have tripled since the 1980�s. Yet they constitute only 13
per cent of all inventors in those patents.
13Note that these are aggregate numbers and not necessarily unique inventors.
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Fig. 1. Inventors in Swedish EPO applications. The full bars show the number of
applications, in groups arranged by the number of inventors. Grey bars show the
total number of inventors (incl. co-inventors) in respective groups.

shows regional differences in the number of coinventors in 81 Swedish local

labour market regions, as specified by NUTEK (1998).

Some interesting differences emerge. As a general observation, there are fewer

inventors per patent in northern Sweden. In two of three cases the reason is

that only one patent was produced. Also, in some areas in the south fewer

inventors are involved in each patent. These areas are relatively less popu-

lated compared to other areas in the south, but generally much more popu-

lated than most regions in the north. It seems likely that the most densely

populated regions (Stockholm-Uppsala, Göteborg and Malmö-Lund) have a

somewhat larger number of inventors per patent. Thus, high access to poten-

tial inventors seem to foster larger inventor teams. In some cases, the total

number of patents is high while the number of coauthors is also high. This

is true for the Uppsala-region (avg. 1.97 inventors), with a strong position in

biotech and pharmaceuticals, Västerås and Ludvika (2.17, 1.74 inventors per

patent, respectively) home to several plants of the Swedish section of ABB.

Karlskoga, Sundsvall and Karlstad also rank high; each with a few hundred

patents, and around 1.8 inventors per patent. The standard deviation over

the regions was 0.42 and the median 1.35, suggesting a skewed distribution

of the coinventorship pattern. This suggests that individual companies and
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Number of inventors per application

1,97 to 3   (5)
1,55 to 1,97   (16)
1,29 to 1,55   (27)
1,1  to 1,29   (20)
1  to 1,1   (10)
No applications   (3)

Fig. 2. The number of Swedish inventors per patent in Swedish regions.

their technologies have an impact on the coauthorship structure. As stated in

the introduction, we fully recognize that the extent of patenting differs both

because of different technological opportunities (Dosi, 1988), and because of

different propensities to patent (Scherer, 1983). There are substantial differ-

ences in industries, in the way patenting is viewed as effective of protecting

new knowledge (Levin et al., 1983, 1987, Arundel, 2001). We therefore divide

the material in 30 technological patent classes using the definitions of Hinze

et al. (1997), see Table 1. Because of the generally few inventors/patent (see

Figure 1), the median value was 1 inventor/patent for all technologies except

classes 5, 9, 13-15, 17 and 27 where the median was 2.
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In the introduction we discussed that tacit knowledge is likely to play an

important role in technological areas which are strongly driven by scienti�c

development. However, it is di¢ cult to draw inference on tacitness based on

names of technological areas. Some of them seem to be more science-based

than others. Examining this table casually gives the impression that many of

the technologies on the left side of the table seems more science-based, and

also require a higher number of coinventors per patent. For example, patenting

in "Consumer goods", "Handling", "Transport", "Machine tools" and "Food

processing" have 1.29-1.41 inventors/patent each, compared to 2.67 for "Or-

ganic chemistry" or "Pharmaceutics" and "Biotechnology" each with 2.03 in-

ventors per patent. Some caution is required before jumping to conlusions; the

name of the class may be deceptive and further analysis of this topic would

be needed.

The results of Mariani (2000) provide an opportunity for comparison of the size

of inventor groups. She �nds that of 201,531 applied and approved chemical

patents in Europe, only 25.4 per cent were developed by single inventors. The

average number of inventors was 2.5 for a sample of 560 patents. Furthermore,

as those patents become more nationally delocalized (i.e. spread over more

than one NUTS3 region), more inventors are involved. The number of Swedish

inventors seem to be somewhat fewer in the chemical sector. The datasets are

not quite comparable, because our data do not include non-Swedish inventors.

However, if we use the result, reported on by Danell and Persson (2003), that

13 per cent of inventors involved in Swedish patents to the USPTO were non-

Swedish, we can approximate the total average inventor number of inventors

per Swedish patent by 1:63=0:87 � 1:87.

In their study on the social network of Italian inventors, Breschi and Lissoni

(2003) report for a subsample an average of about 1.9 Italian inventors per

patent. Thus, the Swedish coinventorship structure seems roughly consistent

with their �ndings. It seems as if more densely populated areas, whether within

Sweden (as shown by Figure 2), or compared to other countries (Italy, as in

Breschi and Lissoni (2003) or the rest of Europe as in Mariani (2000)), are

conducive to a higher number of coinventors.

We now discuss properties of the Swedish coinventor networks. The degree of

localization refers to the coinventors living in the home region of the patent, i.e.
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Fig. 3. The degree of localization related to size of the di¤erent regions in terms of
population in thousands 1998.

local a¢ nity. Figure 3 shows the localization measured in per cent on the y-axis

and the size of regions in 1998. It is di¢ cult to draw precise conclusions about

the relationship between size of regions and localization, even though there

seems to be a tendency for larger regions (Stockholm, Göteborg, Malmö etc)

to have a higher degree of localization. Peripheral regions often have extreme

localization rates, because there are very few (Gotland) or no (Simrishamn)

patents assigned to them. In these cases, high localization can occur because

all coinventors reside in the same region, or because the only coinventor lives

in the same region. On the opposite side of the scale, low localization is in

some cases the result of non-existent coinventors.

A simple linear regression 14 of the relationship between localization and pop-

ulation shows:

lr = 15:1105
(9:4093)

+ 0:0172Nr
(2:7891)

; R2 = 0:0929 (1)

, where lr refers to the degree of localization in region r and Nr to population,

thousands of people in 1998. t-values are shown below the estimates. There

14 The regression excludes three regions which do not have patent applications, and
therefore no localization.
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is indeed a positive relationship, signi�cant on the 5 per cent level. This rela-

tionship shows that increasing regional population increases the localization

degree, but only by 0.018 %, when population increases by 1,000. 15

Figure 4, depicts the networks of Swedish inventors. 16 The lines show the

a¢ nities between regions. As explained earlier, the a¢ nity between region i

and region j is the sum of the share of coauthors residing in region j when

region i is the home region. When regions function as residence of coinventors

(region j), we will refer to them as cooperating regions. Region a¢ nity, through

a logit transformation, is the variable we use as our dependent variable in the

regression analyses.

The thickness of the lines in Figure 4 shows the degree of a¢ nity. The arrows

indicate the direction in which the a¢ nity relation dominates, i.e. to which

region a¢ nity is the largest. To keep the exposition as clear as possible, only

a¢ nities higher than 3 per cent are shown. Some names of region nodes have

been indicated. The three largest regions - Stockholm, Göteborg and Malmö -

are central nodes in the Swedish inventor network. Due to their size, large re-

gions will have more inward arrows, because they are often cooperating regions

for smaller regions, while the reverse relationship is less frequent. Stockholm

has many long-distance connections, and is a cooperating region for many re-

gions in Sweden. Malmö and Göteborg are both locally cooperating regions,

i.e. central nodes in the southern and western parts of Sweden, and Malmö is

also a cooperating region for many regions far away. In the north, the largest

regions Umeå and Luleå are to some extent central nodes.

A casual look like this does not reveal why these relationships hold. As indi-

cated, many size e¤ects should be involved. Obviously, the fact that the Stock-

holm region hosts around 1.850 million people (1999) acts as an attractor in

this system. Therefore, to explain a¢ nities, and try to disentangle e¤ects, we

turn to regression analysis.

15 Three regions without patents are excluded from the regression, but shown in
Figure 3.
16 The graph was made with the help of Netdraw and Ucinet6 (Borgatti et al., 2002).
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Fig. 4. Coauthorship networks in patenting for Swedish regions. Thicker lines show
stronger connections.
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5 Model outline

In theory we have 81 x 81 observations of a¢ nities. But regions without

patenting cannot have a¢ nity to another region. We remove three such re-

gions, keeping 6,318 observations. 17 Our theoretical discussion of innovation

networks has highlighted a number of factors likely to explain a¢ nities. Travel

time distance is a natural explanatory variable. Extensive travel costs should

reduce the incentives for inventor cooperation. On the other hand, we would

expect inventors in larger regions in their search for innovation partners, to

have more spatially extended connections since the volume of their search ef-

forts enables them to �nd their research partners both farther away, and better

equipped with complementary assets. Of the size factors that we have reasons

to believe a¤ect a¢ nity we include patents, population, educated workers, pri-

vate and university research. How should we de�ne our dependent variable? It

should capture the extent of cooperation between regions on the one hand, on

the other it should also re�ect the extent to which a region does not cooperate.

For this reason, we divide the number coinventors with the total number of

inventors. The a¢ nity variable is formally written

Aij =
Cij
Ii
; i; j = 1; :::; 81 (2)

where Cij denotes the number of co-authors in cooperating region j of a patent

where region i is the home region and Ii is the total number of Swedish inven-

tors in a patent application originating from region i. The measures answers

the question: How many of the co-inventors reside in region j for a patent

originating in region i? Note that:

Cij � Ii (3)

Therefore, Aij is strictly lower than 1. It is useful to make a logit transforma-

tion, Lij, of the dependent variable, so that the predicted values will remain

within the range 0-1. However, Cij is often 0 (no co-operation) and in these

cases we therefore change Aij to a small number: 10�10.

17Note that observation zero is also a measure of a¢ nity (or non-a¢ nity in this
case), and that a¢ nities are measured in both directions between two nodes.
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Lij =

8<: ln
�

Aij
1�Aij

�
if 0 < Aij < 1

ln
�

10�10

1�10�10
�
if Aij = 0

(4)

When 0 < Aij < 1; the denominator 1�Aij can be thought of as the aversion
of region j to region i. The full, ordinary least squares, regression model is:

Lij =�0 + �1Ni + �2Nj + �3Pi + �4Pj + �5HQi + �6HQj

+�7HQi + �8HQj + �9Ri + �10Rj

+�11Ui + �12Uj + �13e
��tij + �14

Ni
Nj
e��tij + "ij (5)

where N denotes population, P patents,HQ headquarters,HQ average size of

headquarters, R private R&D in man-years, U university R&D in man-years,

� is a distance sensitivity parameter and tij is the travel time between region

i and j. For all our variables i and j denote home and cooperating regions

respectively.

Most size variables are expected to raise a¢ nity. Population is measured in

thousands for 1998. These variables are expected to raise a¢ nity if they in-

crease (�1; �2 > 0). 18 The number of patents produced is also expected to

raise a¢ nity (�3; �4 > 0). If many patents are produced in the cooperating

region, we conclude that inventors reside there, indicating the availability of

a �pool of knowledge-workers�. In the other direction, more patents produced

in the home region will more likely trigger cooperation. HQi and HQj is the

number of companies with judicial belonging in i and j:We expect that more

headquarters in the home region will lower a¢ nity (�5 < 0), because there will

be stronger centralization and monitoring of research activities. More head-

quarters in the cooperating region will most likely raise a¢ nity (�6 > 0),

because researchers are likely to co-locate with headquarters in the cooperat-

ing region. HQ, is the average size of headquarters in a region. It is measured

by the number of companies divided by the total number of employees of

the region. This variable catches the importance of the relative size of head-

quarters; larger headquarters will be more prone to monitor R&D close-by

and thus we expect �7 < 0 and �8 > 0. R denotes R&D man-years in busi-

18Note that a¢ nity also rises when the logit transformation rises.
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ness and U R&D man-years in the university sector. We expect that both

research variables in the home and destination regions will raise a¢ nity so

that �9; �10; �11; �12 > 0. One may suspect that there will be multicollinearity

among several of our variables, so we will exclude variable(s), to see whether

this a¤ects our estimates. 19

Generally, we expect time distance to in�uence a¢ nity negatively (�13 > 0).

The term Ni
Nj
e��tij of equation (5) is used to test the possibility that time

distance may have di¤erent e¤ects depending on the relative size of the home

region to that of the cooperating region. We expect home regions relatively

larger than cooperating regions to have a¢ nities directing towards them, or

in other words be more distance sensitive (�14 < 0). The reason is that they

have better worked out transportation infrastructure and more resources to

search and establish networks within the region.

Time distance, tij, has merited special consideration. It consists of weighted

travel times between regions. Two types of time data have been used: 1. Road

travel time data from the The Swedish National Road Administration (1998)

2. Flight travel time from the Swedish Civil Aviation Administration (2003).

For the �ight time measure, it replaces road travel time whenever two regions

are directly connected by airport lines, given that it is faster than travelling

by road. An assumption here is that inventors in neighbouring regions don�t

consider it worth the time to go to a neighbouring region and use its airport,

since there are considerable time losses involved in �ying from accessing air-

ports. For road travelling times, we use the fact that each region consists of

a number of municipalities, whereof we have road travel times for travelling

between all Sweden�s municipalities. Thus, a number of road travel times exist

for each pair of regions. We use commuting as weights of these possibilities

such that:

19We also considered including number of highly educated people (three years or
more of university education). Educated people should theoretically more often be
involved in patent networks. However, the variable carries a fair amount of "noise"
because the Swedish educated workforce is to a large degree employed by the public
sector, people generally not involved in patenting. We therefore excluded the vari-
able. In addition, we found that its correlation was extremely high with population,
to some extent justifying this approach.
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twij =

X
r

X
s
Mrs � trsX

r

X
s
Mrs

; r 2 i; s 2 j (6)

where Mrs is the number of commuters between municipality r and s and trs
its respective commuting time. Thus, twij is the most common commuting road

travel-time between region i and j. In addition, a number of regions have only

zeros in the observations on the number of commuters between the contained

municipalities (mostly regions far from each other). Yet, they may have re-

search networks. Then in the above formula twij will become zero. To avoid this

happening, the average of commuting times between all municipalities in the

two regions are used, which we write taij:
20

taij =

X
r

X
s
trs

nij
; r 2 i; s 2 j (7)

where nij is the number of links between regions, i.e. the sum of the number of

pairwise combinations between the municipalities in them. The road travelling

time between two regions i and j are then

trij =

8<: t
w
ij if t

w
ij > 0

taij if t
w
ij = 0

(8)

The �ight times between all functional regions were collected from the web-

pages of the Swedish Civil Aviation Administration (2003). If more airports

were available in a region, the shortest �ight time was used. Finally, the short-

est time of road and �ight was used as our measure of the time involved in

travelling between two regions in Sweden:

tij = minftrij; t
f
ijg (9)

On the other hand it is not unproblematic to mix road and �ight travel times,

since �ying is usually more expensive, and hence any decision to cooperate is

not on quite the same footing. The following regressions were therefore run

20Although this may introduce biases, they are likely to be negligible, because
regions with no commuting are far from each other, and hence the weights become
relatively unimportant.
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also without �ight times, but without qualitative e¤ects on our results. For

brevity, we therefore only report the results using de�nition (9). The expo-

nential term e��tij is used to describe the particular response of commuting to

time-distance extensively reported on by e.g. Ohlsson (2002) and con�rmed

in many studies. The �-values have the interpretation of sensitivity to time

distance. It takes one of two values: � = 0:1 if the home and cooperating

region are the same and � = 0:017 if they di¤er, based on the empirical re-

sults of Åberg (2000) and Hugosson (2001). These �-values have also been

used by Andersson and Ejermo (2003, 2004), to spatially discount accessibil-

ity to knowledge resources. The higher �-value for intraregional time-distance

re�ects the higher propensity to cooperate within the region.

Table 2 gives a brief description of our variables and reports some summary

statistics.
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As stated, several variables are size variables. It is therefore informative to

see the extent of intercorrelation of the variables, to judge the sincerity of

multicollinearity. Table 3 shows the correlation matrix of relevant variables.

Table 3
Pairwise correlation matrix of variables.

Variable Lij Ni Pi HQi HQi Ri Ui

Lij 1.0000
Ni .2580 1.0000
Pi .2378 .9846 1.0000
HQi .2389 .9924 .9907 1.0000
HQi .1410 .3139 .3058 .2969 1.0000
Ri .2393 .9709 .9748 .9764 .2993 1.0000
Ui .2296 .8383 .8398 .8179 .1343 .8175 1.0000

As expected, there are signs of strong intercollinearity between many of the

variables. Hence, if we include all in a regression, we would expect some of them

to turn out insigni�cant. 21 We therefore run variants of the main regression,

to study the stability of coe¢ cient and to consider subsets. Likely candidates

for exclusion are variables which are highly correlated and are not signi�cant

in the full model where all variables are included. We �nd all results in Table 4.

The full model was run as Model 1. For this model, we �nd that the coe¢ cients

for Pi and Pj; HQi and HQj; Ri and Rj; Ui and Uj are not signi�cant, and

display high correlation. Our interest from the policy maker�s perspective are

variables which can be a¤ected directly.Ni; Nj; Pi; Pj; HQi; HQj do not belong

to this category, and can from the econometric perspective be considered as

control variables. In addition to the full model, we consider four smaller models

where combinations of the control variables are excluded. Model 2 excludes

population:

Lij = �0 + �1Pi + �2Pj + �3HQi + �4HQj + �5HQi + �6HQj + �7Ri

+�8Rj + �9Ui + �10Uj + �11e
��tij + �12

Ni
Nj
e��tij + �ij (10)

21 Following Klein�s rule of thumb that R2z > R
2 where z is the R2 from running a

regression where z is the dependent variable on the other explanatory variables, we
get extremely high R2z for Ni; Pi;HQi; Ri and Ui, thus con�rming the presence of
multicollinearity.
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Model 3 excludes population and patents:

Lij = 
0 + 
1HQi + 
2HQj + 
3HQi + 
4HQj + 
5Ri + 
6Rj + 
7Ui

+
8Uj + 
9e
��tij + 
10

Ni
Nj
e��tij + � ij (11)

Model 4 excludes population and number of headquarters (but we keep their

average size)

Lij = �0 + �1Pi + �2Pj + �3HQi + �4HQj + �5Ri + �6Rj + �7Ui

+�8Uj + �9e
��tij + �10

Ni
Nj
e��tij + #ij (12)

and Model 5 excludes population and R&D:

Lij = �0 + �1Pi + �2Pj + �3HQi + �4HQj + �5HQi + �6HQj

+�7Ui + �8Uj + �9e
��tij + �10

Ni
Nj
e��tij + �ij (13)
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Since the dependent variable has been changed by the logit transformation,

the interpretation of the above coe¢ cients should be thought of as the e¤ect

of changing an independent variable on the odds-ratio of success, i.e. change

in the a¢ nity of two regions relative to the "aversion" between them.

Some results appear robust across speci�cations: population a¤ects the odds-

ratio positively and is strongly signi�cant in both home and cooperating region

when it is included, in line with expectations. Excluding population, however,

makes average size of headquarters become positive and highly signi�cant,

both in the home and cooperating region. This means that the a¢ nity is high-

est between two regions with relatively large companies. The number of patent

applications in home and cooperating region do not seem to exert any in�u-

ence on a¢ nities as the parameters are generally insigni�cant. In addition, the

number of headquarters shows no coherent pattern, since it is highly signi�cant

and negative when population is included, but rarely signi�cant (but positive)

when population is excluded. This is not surprising, since it is a common sign

of multicollinearity for parameters to be unstable. In the correlation matrix

we �nd that the correlation between HQ and N is 0.9924, an almost perfect

correlation. The second robust result concerns the e¤ect of distance. Distance

lowers a¢ nity on the 1 per cent level in all Models 1-5. An increase in the

average time-distance by 10 minutes, from the average of actual values, 376

minutes, to 386 minutes, lowers a¢ nity by 0.00098, using � = 0:017 and 15 as

a rough average of the time distance estimates in Table 4. 22 Also, the interac-

tion term of the time distance variable and relative population size shows up

as expected. If we examine the a¢ nity between two regions using the average

time of travelling between them of 376 minutes, changing the regions from

the Stockholm region being the home region (1,829,740 citizens 1998), and

the smallest region being the cooperating region (Sorsele, 3,281 inhabitants)

compared to two average regions, we �nd that a¢ nity increases by 0.08540,

using the parameter value -0.37. Relatively smaller home regions compared to

cooperating regions have a smaller sensitivity to distance, meaning that their

a¢ nities stretch over larger distances. In other words, their complementary

competencies are often found in large regions. Business R&D does not seem

22 This was calculated from exp(Lij2)= [1 + exp(Lij2)] �
exp(Lij1)= [1 + exp(Lij1)] ;where Lij2 = 15 � exp(�0:017 � 386) and
Lij1 = 15 � exp(�0:017 � 376).
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to have an in�uence of a¢ nities, although positive it is only signi�cant on the

5 per cent level for the home region in Model 4. University R&D on the other

hand does seem to have some e¤ect when population is excluded. Regions

generally exhibit higher a¢ nity when both home and cooperating region have

more university R&D. For instance, changing values from average to highest

university R&D in the home region (keeping the average value for the cooper-

ating region) raises a¢ nity by 0.00103, using parameter values of 0.0009 and

0.0008 for Ui and Uj respectively.

5.1 Division by Technology

In view of earlier discussions, we have reasoned that properties of technologies

could in�uence our results. We therefore specify the model above based on

the 30 technologies listed before. Because we have reasoned that population

is a catch-all variable for many size-e¤ects, we run �rst one model where we

exclude it, but keep the other variables:

Lij;k= �0 + �1Pi;k + �2Pj;k + �3HQi + �4HQj

+�5HQi + �6HQj + �7Ri + �8Rj

+�9Ui + �10Uj + �11e
��tij + �12

Ni
Nj
e��tij + �ij (T1)

where k = 1; :::; 30 stands for the speci�c technology in question. Note that

patents in the home and cooperating region are in the speci�c technology area

considered. In a second variant we also remove theHQ-variables, because they

seem to be highly correlated with private R&D, and we believe private R&D

to be the main determinant of the distribution of the network.

Lij;k=!0 + !1Pi;k + !2Pj;k + !3HQi + !4HQj

+!5HQi + !6HQj + !7Ri + !8Rj

+!9Ui + !10Uj + !11e
��tij + !12

Ni
Nj
e��tij + & ij (T2)

Thus, we run 30 x 2 regressions shown in Tables A-L of the Appendix. Table

5 summarizes the number of positive and negative values that are signi�cant
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on at least the 10 per cent level for each parameter and both models.

Table 5
Count of the number of signi�cant (� 10 per cent level) coe¢ cients, with respective
sign for 30 di¤erent patent technologies. .

Model T1 Model T2
Variable + - + -

Pi;k 20 0 19 0
Pj;k 17 0 17 0
HQi 0 5 x x
HQj 1 3 x x
HQi 1 3 1 3
HQj 0 1 0 2
Ri 2 1 2 2
Rj 0 0 1 1
Ui 7 1 6 1
Uj 9 0 11 0
e��tij 30 0 30 0
Ni
Nj
e��tij 0 29 0 29

Table 5 shows some interesting di¤erences compared to the aggregate cases

we have considered so far. We �nd for instance, that patents in both home

and cooperating region now signi�cantly a¤ects the outcome in most cases,

giving credit to the approach of splitting the data by technology. Of course,

the presence of patenting in a certain technology will most likely be a source

of a¢ nity, whereas on the aggregate level this attraction factor is confounded

due to aggregation of all technologies. It should be illuminating to look at how

distance sensitivity varies across technologies. Table 5 reveals that all technolo-

gies are distance sensitive, that is, inventors do tend to co-locate, since the

parameter for e��tij is positively signi�cant in all cases. Parameter values do

vary quite a lot, di¤ering with almost a factor of 3 from lowest to highest.

The �ve least distance sensitive technologies, in increasing order of sensitivity

are Information technology, Optics, Basic materials chemistry, Biotechnology

and Thermal processes. The �ve most distance sensitive in increasing order

are Handling, Materials Processing, Electrical engineering, Pharmaceutics and

Control technology. The ranking of technologies is almost unchanged in Model

T2. It is suggestive that Information technology displays the least distance sen-

sitivity from this material, given that some authors proclaim that information

technology will mean the "death of distance". Actors involved in patenting
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of this technology are more spread over the country than for other patent

technologies, after controlling for other factors. One could speculate that in-

ventors in information technologies are better at using their own technology,

and hence use codi�ed information to a larger extent than other inventors.

How does distance sensitivity a¤ect the pattern of networks as time distance

between regions change? Repeating the experiment from aggregate, that is

changing the average time from 376 to 386 with parameter values 2.1559 (In-

formation technology, Model T1) changes a¢ nity by -0.00014. Instead, using

the parameter value 6.0130 (Control technology) changes a¢ nity by -0.00039.

This means that the e¤ect on a¢ nity is nearly three times as big. Otherwise, it

is di¢ cult to distinguish any patterns in terms of �tacitness�, i.e. that technolo-

gies based more on scienti�c content should have a higher distance sensitivity,

casually observed as most technologies on the left side of Table 1. There could

be many reasons for this. This paper has not considered the organizational

setup of inventors. Distance of inventor networks is likely to be highly de-

pendent on historical locations of �rms, and therefore inventors�residence. In

addition, we have not been able to measure the �scienti�c sophistication�or

degree of �tacitness�embedded in any technology. This may well be an issue

for future research.

The sign of the variable "number of headquarters" and average size of head-

quarters, are rarely signi�cant. Especially the latter is a major di¤erence com-

pared to the aggregate setup. A possible explanation could be that headquar-

ters are not divided by sector nor technology, hence a lot of "noise", i.e. non-

research activities and/or mix of di¤erent types of R&D-�rms, are included in

the measure. Average headquarter size may also su¤er from this problem.

University and private R&D do however enter with the predicted signs in

some cases. For certain technologies a¢ nity seems to be higher with higher

presence of university and private research. The following list indicates across

which technologies this result is robust, here de�ned as of having at least 10

per cent signi�cance, whether population is included or not. Higher univer-

sity research in the home region increases a¢ nity for Electrical Engineering,

Medical Technology, Mechanical Elements, Food Processing, Nuclear Engi-

neering. It also has a negative home-region e¤ect for Space technology. Higher

university research in the cooperating region increases a¢ nity in Electrical
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Engineering, Information technology, Semiconductors, Optics, Control Tech-

nology, Engines, Food Processing and Nuclear Engineering. In addition, when

private research increases in the home region, a¢ nity becomes lower for Me-

chanical Elements, but there are no e¤ects registered otherwise and not for the

cooperating region e¤ect in particular. How can we explain these results, the

fact that university R&D seems to better explain a¢ nity than private R&D?

An obvious interpretation has to come from the data. It may be that although

R&D is formally registered to certain regions, the actual R&D activity takes

place at another. It is also illustrative that researchers do seem to need close

access to university R&D in many technologies.

6 Summary and Conclusions

This paper set out to explain inventor networks as measured by a¢ nity across

Swedish regions. We have found as a general rule that a¢ nities are strongly

a¤ected by distance, and that population acts as a strong attraction factor.

By dividing patents according to technology, our models gained considerably

in e¢ ciency. Technologies showed marked di¤erences in distance sensitivity,

although it is less clear whether this result can be related to a notion of �tacit-

ness�- this issue has not really been examined in more depth in the paper. A

factor of three separate the most from the least distance sensitive technology

when it comes to a¢ nity. We �nd it intriguing that the least distance sen-

sitive patent technology was "Information technology". An interpretation of

this result must be somewhat speculative, but it seems close at hand to be-

lieve that inventors in this technology could be less bounded by geographical

distance, due to their skills in information management, which makes them

better able at codifying knowledge. If this technology is of the "general purpose

technology" type (Bresnahan and Trajtenberg, 1995), and its use continues to

di¤use into other areas, they too would probably become less distance sensi-

tive. These results give us an immediate venue for future research. How have

inventor networks developed over time? If the above conjecture is true, and the

improvement of information technology has gone on for some time, it should

show up in our data over time. Another dimension over which the analysis

could be carried out, is to study the role of international networks, i.e. what
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is the share and distance over which collaboration occurs internationally?

Technologies were also responding di¤erently to whether in particular uni-

versity R&D was present in the region. This suggests di¤erent capabilities

to draw on the local pool of knowledge. Probably, inventors do to some de-

gree have connections with local universities. These results show that estab-

lishment of university research cannot automatically be thought to generate

networks with other regions, which could ultimately lead to more patenting.

Technologies where a¢ nities tend to increase when inventors are located close

to universities include Electrical Engineering, Medical Technology, Mechani-

cal Elements, Food Processing, Nuclear Engineering, Information Technology,

Semiconductors, Optics, Control Technology and Engines. Private R&D was

surprisingly not inducive to higher a¢ nities.

Our analysis has not been done on a company structure basis. Of course the

location of headquarters and historical reasons for locating in certain regions,

bring about path dependence that should be important to take into consid-

eration. Reverse causality could in principle also a¤ect our results, so that

location of inventors a¤ect, for instance, the location of university research.
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